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Learning Objectives :

<+ You will learn about the variational technique to extremize a given functional.

+“ You will learn many interesting applications of this technique viz equation of the geodesic etc.
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1. Introduction:

Newton’s equation of motion can be restated in terms of Lagrange’s Equations by using
d’Alembert’s Principle as seen in the previous module. The Euler-Lagrange’s equation can be
derived in an elegant manner by using a Variational Principle called Hamilton’s Principle. The
development of Calculation of variation was started by Newton in 1866 and was extended by the
Bernoulli brothers, by Euler, Legendre, Langrange, Hamilton and Jacobi to name a few, during the
eighteen and early nineteen century.

2. Function and Functional

A function f(x) of x is defined by a rule that maps the input set of numbers {x} to an output
set of numbers. It may or may not be expressed in terms of an analytic relationship.

Output Set fix}

In put Set {x}

A functional F (v, ¥',x) where x is some function of x and ¥’ = :—: and x is an independent

variable defines a rule that maps a function on a set of functions on to an output set of numbers, for
example

x

Iyl = J‘F(}nytx} dx (4.1)

o

Is a functional and F{y, ¥',x) is a simple function that accepts three arguments. For example,we
can have

Fly,v',x) = ay? + by'? + Cx* (4.2)

The functional I[y] is only one simple specific example of a functional. Every functional need not
be in an integral form. For a normal function of n variables x1, Xz wc e Xy
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f(x1,%7 cue e .o ) We have by the chain-rule

We have a similar form for the variation of a functional.

51 = [ f dxg (x)ﬁ}f(x)]

o

With
eF &f d aF d? aF
Sy &y dxdy dxidy’
6F (1) &
SF(}’Z} = SF(}*E:} d}?a(y - yl)F(y)
Hence
8F (1)
EF(}’z) = 5(}’2 4 }?1}
SF(}?] (A4 [F1+ 2,4;[F])
_ g4, [F] SAZ [F]
=M TF0) T2
g\ F k
% = kF(}’l}k_la(}’z - }’1)
and

gl F k
% = kF(y)*18(y; —y,)

&
e f dyy Zk: ay (o JF(yy)*

GRsre

(4.3)
(4.4)

(4.5)

(4.6)

(4.7)

(4.8)

(4.9)

(4.9)
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= j dy;, 8(y2 — 1) Z ka (y JF(y )%t (4.10)

k

3. Calculus of Variations:

The problem in the calculus of variations is to determine the function £{x) such that the integral x 1.

J= j (fy(x), ' (x); x) dx (4.11)

Is an extremum i.e. either a minimum or maximum. In the above equation y{x) is the same
function of x y' (x) = g and x is an independent variable. The f1((x),v'(x); x) is a functional

and is given and the limits are fixed. The function f{x) is then varied until an extremum value of J
is found. This means that if a function ¥ = v(x) gives integral J a minimum value, then any
neighbouring function however close to ¥{x) must result in an increase in J.

Let us represent all possible functions ¥{x) be a parameteric representation y = (e, x) such that
when & = 0,y = ¥(0, x) = v{x) is the function that extremizes J. We can then write.

¥ = ¥la, x) = y(0,x) + an(x) (2.12)

Where 17{x) is some function of x which has continuous first derivative and which vanishes at the
ends points xiand x7 .

Since v{e, x) = y{x) at the end points of the path.
n(xy) = nlx) =0 (2.13)
The integral J now becomes a function of .

For the integral J to have stationary (extremum) value

d
al  _, (4.15)
aﬂ' =0
For all functions (). Now
Tz
a @ f
-~ ) d
B
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_ F(erey o oy
= J‘(aaﬁ'@aaax) ax (4.16:]
Integrating the second term by parts
“of d (ay\ . of ay|™ [ d (3f \dy
. @a(a) ""x—@ax,‘f a(@)a‘” (417)
216 2| =nl)- a6 =0 (418
Thus
o] [(dfdy d (Of\dy
e f{aa‘a(@)a}“
_((of_a(or \
p f {63; dx(ay')}”mdx_ % (19
d (3f \ 8f
a(ﬁ—y,) -0 (4.20)

This is Euler’s equation and is a necessary condition for J to be extremum. The equation was
derived by Euler in the year 1744,

4. Applications:
a) Shortest distance between two points on a plane.

The infinitesimal distance ds between two neighbouring points in the x-y plane is

d Z
ds = /dx?*+dy*= |1+ (d—z) dx (4.21)

This distance s between the two points is
b
5=f 1+ (y)%dx (4.22)
o

We have to extremize S given the functional
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Fiy(), y'(x);x) =41+ ()2 (4.23)
For the extremum f{y,¥"; x) satisfies the Euler’s equation (4.20)
Now
f _y . i(""f ) _
v dx \dy'
And
% _ —1}’;(3 = const.= & (4.24)
¥'? =k*(1+y"?) = y" = constant = msay
Integrating we get
y=mx+c (4.25)

Which is the equation of a straight line. Thus we have the well known result, that the shortest
distance between two points on a plane lie along the straight line joining the points.

b) Geodesic on a sphere

A geodesic is a line which represents the shortest distance between two points on a surface. The
element of length on a sphere of radius r in spherical polar coordinates is given by

ds = r(d6? + sin? 8 d62) /2 (4.26)

The distance between two points 1 and 2 on the surface of the sphere is given by

2

1
adn /2
§= ?‘j 1+ sin?@ (—qb) da (4.27)
dg
1
The shortest distances is obtained when the functional
1
I P zﬂ(@)z - (4.28)
= sin 16 .
Satisfies the Euler’s equation
d [ df ) af
£ _ZL_p 4.29
dg (acp' g ( )
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Since f does not depend on ¢
Now
a a gin? 8 ¢'
_f:[}fmd f': ¢ T (4.30)
dg d¢"  [1+4sin? g% /2
d /d
2 (_f) _0
a6 \ag’
; of = stant =
S con =
Substituting in (4.30)
gin? 8 ¢'
¢ — =C = (sin* 8 — C%sin*F)¢'? = C?
[1 +sin? 6¢'2] /2
dg C
apr =22 (4.31)
d6  (sin*@ — C2sin? B) /2
P = f dp + h
(sin*@ — C2sin? @) /2
Let
t =c¢ cotf,dt = ccosec®df (4.32)
¢ f 3 +h (4.33)
an = "
(1-e2—¢2)"2
t
p=c sin‘lg +k where bZ=1-¢% (4.34)
bsin(¢ + k) =k = ¢ cotd (4.35)
~cosd =bsinfsindcosk +bsinf cosgsink
Multiplying by r
crcosf = b cosk (rsin 8 sin ¢o) + bsin k(r sin 8 sin ¢)
z=Ax+ By (4.36)
Where A and B are some constants
9
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This is the equation of a plane that passes through the centre (0,0,0) of the sphere. This plane cuts

the surface of the sphere on a circle called the ‘great circle’. Thus the shortest distance (geodesic)
between two points of a sphere lie on a great circle passing through these points.

¢) The Brachistochrone Problem

Oone of the classical problems in the calculus of variations is the Brachistrochrone Problem. The
problem is to find the path on which a particle moves in the presence of a constant force as to make
the time taken by the particle to move from an initial point to a final point minimum. The problem
was first solved by Johann Bernolulli in the year 1696. We choose a coordinate system so that the
initial point lies at the origin and the force field is directed along the +ve x-axis.

We assume there is no force of friction and the constant force acting on the particle is the
gravitational force mg. The total energy of the system during transit is conserved i.e. T+U=cosnt.
At the initial point, V is taken to be zero and the particle starts at rest. At any point on the curve.

1
T+U= Emvz —mgx =0 (4.37)

SV =./2gx

The time taken by the particle to transit from the initial point (origin) to (x, ¥ is

X N
- ds _ J‘ Jdx?+ dy?
> v v
0,0 0.0
xy
1 142
- j Y dx (4.38)
f x
29 0,0
Thus the function to be extremized
1+
f=
X
Satisfies Euler’ equation
d (ﬂf ) ar 0
dx\ay') dy

And since

10
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d
o _,
3y
d fd
_(_f) —0
dx \dy'
i.e
af ¥ 1
- = —F————=constant =— say (4.39)
vy 1+ Dx 2a
. x
= 2ax —x?
Lyl = f xax (4.40)
T a2 -
Let x =a(l—cosf) then dx =asin8dfd and
j' a2(1—cosf)sinfdé
}i‘ —
[2a2(1— cos8) —a?(1 - cusﬂ}z}lfz
¥y = fﬂ(‘l —cos8)de
y = al(f —si.n &) + const (4.41)
The parameteric equation of a cycloid passing through the origin is
x=all—cosd), y=all—sind) (4.42)
rd -
(¢%))
v
11
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Thus the curve taken by the particle lies as a ‘cycloid’.
5. Summary:
% The extremization of a functional is achieved if the function
f(y(x) satisfies the Euler’s equation
i (a)
dx \dy'
%+ The geodesic on the surface of a sphere between two points lie on a great circle.
12
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